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ABSTRACT. Dialetheism is a relatively recent intellectual product, which owes
most of its present shape to the work of Graham Priest. He is known as a
strong believer in the existence of true contradictions. In this paper, we are
concerned with the Argument for Dialetheism as given by Professor Priest in
the third chapter of [1]. We closely outline and discuss the argument together
with the possible objections identified in the book. We analyse the author’s
commitments and the main points that make the deployment of Godel’s result
possible. Our main contribution is showing that the argument is fallacious, by
analyzing the use of Godel’s First Incompleteness Theorem, found in the book.
The argument in the book fails to give a correct Interpretation to the condi-
tions required for the Theorem to be legitimately applied. We show the correct
line of reasoning and argue that Godel’s result cannot be used in this context.
We continue with criticizing the author’s view that the informal Mathematical
English used in proving Theorems of Mathematics could be formalized. We
claim that the author is committed to a view of Mathematical Practice as au-
tomatizable, at least in principle. We use an Information-Theoretic argument
as found in [5] to show that this view cannot be sustained.

1. INTRODUCTION

Paraconsistent Mathematics comes in two flavours: as advocated by Graham
Priest in many of his writings, of which representative is “In Contradiction”, and as
outlined by Chris Mortensen in [13]. The motivation of Priest is slightly theoretical,
the logical paradoxes, while Mortensen’s ’hands-on’ approach tries to effectively
model inconsistent data-sets.

The first three chapters of [1] are set to give philosophical motivations for the
existence of dialetheias, statements that are both true and false. The first two
chapters deal with semantic and set-theoretic paradoxes, while the third focuses on
devising an argument using Godel’s First Incompleteness Theorem.

There are several constructions made to avoid paradoxes which orthodox Logic
and Mathematics have come to accept, like Tarski’s Semantic Hierarchy, described
in [11], and the Set Theoretic Cumulative Hierarchy introduced by Von Neumann.
Professor Priest criticizes them vehemently, also dismissing attempts for consis-
tency as in [12], while he comes to establish a trade-off between consistency and
completeness in a formalized theory.

However, the arguments employed in the first two chapters are more informal
and appeal towards persuading the reader, rather than proving beyond any doubt
that Dialetheism must be true. They amount to saying that certain structures do
not faithfully represent our 'naive’, unguided intuitions, and so their raison d’étre is
purely the need for consistency, which cannot, by itself, suffice. This orthodox need
for consistency would presumably be nothing but a prejudice and could reasonably
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be sacrificed if we are to be faithful in representing our semantic/mathematical
concepts.

The third chapter is the one which, in our opinion, gives the strongest argument
for the existence of dialetheias. It is not argued that we ought to sacrifice con-
sistency, like in the previous two chapters; rather it is shown that, at least in our
informal mathematical discourse, dialetheias must exist.

Hence if we want to stay committed to a consistent theory of Mathematics, we
must thoroughly analyse the argument set out in the third chapter of “In Contra-
diction”.

2. THE THEOREM

Priest uses Godel’s First Incompleteness Theorem to try to show that there
must exist dialetheias, statements which are both true and false in a formal system.
This argument is part of a larger one that deals with motivations for Dialetheism,
which establishes a very important trade-off between consistency and completeness
- namely, the conclusion is that if we wish to maintain consistency, we must do it
with the cost of sacrificing completeness, or rather that a consistent system will
necessarily be incomplete.

The statement of the Theorem, as given by Professor Priest, is as follows.

Theorem 1 (Godel’s First Incompleteness Theorem). Let T be a theory which can
represent all recursive functions and whose proof relation is recursive. Then there
is a formula ¢ such that:

(i) If T is consistent, ¢ is not provable in T;

(ii) If the axioms and rules of T are intuitively correct, we can establish by an
intuitively correct argument that ¢ is true.

In this context, “recursive” is equivalent to “effectively recognizable” or
“computable”. A structure is recursive, whenever we have an effective proce-
dure/algorithm for producing it. To say that the Theory can represent all recursive
functions is to say that it is strong enough to have the ability to do basic arithmetic
and represent arithmetical truths.

The Godel sentence ¢ will then be of the form —3xIl(z,n’). Here II(x,y) is
a formula with two free variables whose sense is that = is the code of a proof of
formula with code y, so in the original sentence, n is the code of ¢ and n’ is its
numeral. In effect, the original formula is equivalent to the statement “I am not
provable”, reminiscent of the celebrated Liar Paradox.

The proof of the theorem, also given in [1] is as follows.

Proof. Given a theory T that satisfies the conditions of the theorem, we code each
formula and proof of T as a number. This is standardly done using the well-known
technique of Godel numbering. We skip the details here.

If o is a formula, let #a be its code and let #a’ be the numeral of its code.

If a(v) is a formula of one variable, its diagonalization is a(#a(v)). We note
that, since diagonalization is a recursive procedure, it is representable in T.

Then there is a term of the language, §(x), of one free variable, such that if m
is the code of the diagonalization of the formula with code n, T é(n') = m’. In
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other words, § “computes” the diagonalization code of its argument.

Lemma 2. If a(v) is any formula with one free variable v, then there is a sentence
B such that T+ B < a(#8).

Proof. We consider the formula «(§(v)) of code n, hence of diagonalization a(d(n’)).
Let the diagonalization have code k. We know that T+ §(n’) = k¥’. Hence T
a(d(n’))) = a(k’). Thus a(d(n')) is the required sentence.

]

Now, given a pair of numbers (m,n) we could effectively tell whether m is the
code of a proof of a formula with code n. By representability, we can find a term
of the language that characterizes this relationship. Let II(x,y) be this term.

Hence, if m is the code of a proof of a formula with code n, T F II(m/,n’) =1
otherwise T' - TI(m/,n’) # 1.

Consider the formula —3zII(z,y). By the Lemma, we can find a formula ¢ such
that T+ ¢ < —3xIl(x, #¢').

Suppose that T+ ¢. Then T b —3xIl(z, #¢’). But some m is the code of the
proof of ¢. Hence T + FzIl(m’,#¢’) and therefore T+ JxIl(x, #¢'). So T is
inconsistent. Therefore, if T' is consistent, then it is not the case that T F ¢. So ¢
is not provable in T'.

The second part of the theorem states that if T' is sound then ¢ is true. We now
prove this.

If ¢ is provable then by soundness it is true. If ¢ is not provable, then no number
is a code of its proof. Hence Vz—II(z,#¢’) which is equivalent to —JzIl(z, #¢’)
which is equivalent to ¢, hence ¢ must be true.

To complete the proof, we need an argument that shows that T is sound if its

rules are intuitively correct. We skip this step, as the proof is trivial and mechanical.
O

3. THE ARGUMENT FOR DIALETHEISM

The argument then goes on like this.

We have established using a fragment of informal Mathematical English that ¢
is both true and unprovable in the formal system.

Now, mathematicians seem to agree that their informal language can be, in
principle and if required, completely formalized...

Let T be the formalization of our naive proof procedures. It is contended that
T satisfies the conditions of Godel’s Theorem. Then, by this theorem, if T is
consistent, there is a statement ¢ which is not provable in 7" which we can establish
by an informal argument that it is true, hence it is provable in T', since T is precisely
the formalization of our naive procedure. Hence ¢ is both provable and not provable
inT.

We obtain a contradiction, and hence by a reductio argument we must conclude
that our naive proof procedures are inconsistent.

There is an alternative version of the argument that avoids the reductio: if ¢ is
provable, then T is inconsistent; ¢ is provable; therefore T" must be inconsistent.

But these proof procedures are the means by which we establish theorems as
being true or false. It follows that some contradictions are true, hence Dialetheism
is correct.
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4. PossIBLE OBJECTIONS AS ANTICIPATED BY PRIEST

The possible objections to this use of Goédel’s Incompleteness Theorem as dis-
cussed in “In Contradiction” could be:

(i) Mathematical English cannot be formalized;

(ii) The formalized theory could not represent all recursive functions;

(iii) The naive proof relation is not recursive, as possibly argued by Intuitionists,
Anti-mechanists and people who argue that the formalization must necessary be
diachronic, rather than synchronic.

It seems to be beyond doubt in Priest’ account that the fragment of Mathematical
English used on proving Godel’s Theorem could be, in principle, formalized. This
means that its syntax would be carefully re-arranged so to make it a formal language
and its set of theorems would be deductively closed. Indeed, we have to subscribe to
this position if we are to believe that Mathematics is anywhere close to the province
of Logic. And by all existing evidence and philosophical intuition, there is no other
way of doing Mathematics than by obeying basic mechanisms of Logic!

There is then no doubt that this formalized theory could represent all recursive
functions, since it is possibly stronger than the original formal system for doing
arithmetic, which could, in effect, represent all recursive functions. This as much
seems to be beyond doubt.

However it can be doubted that the proof relation of the theory is recursive.
Priest responds to this by arguing that it is “part of the very notion of proof that
a proof should be recognizable as such”. And if the proof relation is effectively
recognizable then by Church’s Thesis it must be recursive.

First of all, it is noted that Intuitionism doesn’t provide an objection to the claim
that proof is recursive since this account is that “truth is not effectively recognizable
while proof is”.

Secondly, there is the so-called Anti-mechanist account which also tries to es-
tablish the non-recursiveness of the notion of truth, in which Goédel’s Theorem is
invoked as follows:

“Let T" be a Turing machine which ’represents’ a human mathematician in the
sense that T can prove just the mathematical statements they can prove. Then
using Godel’s technique, a human mathematician could discover a proposition that
T cannot prove, and moreover she can prove this proposition. This refutes the
assumption that T ’represents’ our naive proof mechanism; hence we are not a
Turing machine. Hence, the mechanism of proof that we are using is profoundly
different from a Turing Machine, which means it is not recursive.”

In this setting, the Church-Turing thesis is invoked in the assumption that a
formal system is equivalent to a Turing Machine. This line of reasoning is sometimes
known as the “Mathematical Objection” or the “Gédel Argument”, and has been
used, amongst others, by Lukas and Penrose to argue that Mathematical thinking
is not algorithmic and even that the human mind could not be simulated by a
Turing Machine. This intimate relationship between Godel’s Theorem and human
creativity is still a much debated topic and it remains an open question.

Priest’ response is to underline that the argument requires the assumption that
the human mind/formal system/Turing Machine is a consistent system deductively
- for only then can the Incompleteness Theorem be applied to it. And this, Priest
argues, is question begging in this context, since inconsistency is precisely the stake
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in play. We will return to this line of reasoning later, however we note that the
dialetheist position can be defended here reasonably well: it is more than reasonable
to suppose that the human mind might be, as a matter of fact, inconsistent since
it is prone to making mistakes. Indeed, we make mistakes all the time and our
inferences will always be subject to revision - this is perfectly consistent with the
assumption that our mind is a formal mechanism and that our proof mechanisms
are recursive. This is related to the claim of ’strong’ Artificial Intelligence, namely,
that the human brain can be in principle simulated by a Turing Machine.

The third and most important objection to the recursiveness of naive proof is the
suggestion that, from time to time, our axioms and rules of inference might change
in a non-rule-governed fashion. Hence, we may arbitrarily choose which rules of
inference and axioms to add based on empirical considerations - Godel suggested
that new axioms might be accepted based on the fact that they imply many things
already known to be true and nothing known to be false.

This objection could only stand if it can be shown that there is a need to step into
a process of revision of our axioms or rules of inference for the original argument
to work; otherwise the dialetheist can be quite content that he has theoretically
devised a static system, which models a fragment of Mathematical English and
which is inconsistent.

Therefore, for the sake of fairness, it must be said that the onus of proof is
on those doubting the dialetheist argument to try to show that such a continous
revision must be pursued.

Our system would then ’grow’ in two directions - forward, towards new theo-
rems, and backwards, towards the foundations, by specifying/revising axioms and
possibly the rules of deduction. This is to say that a formal coding of the naive
proof mechanism would necessarily be diachronic, not synchronic, and the formu-
lation and proof of the Godel sentence would launch us in a process of revision of
the proof procedures in force.

One suggestion is that the proof relation is changed by the addition of the Godel
sentence as a new axiom. The dialetheist response here is that the Gédel sentence
was, as a matter of fact, provable in the first place and that whatever changes to
the system, they would not be arbitrary but would follow directly from the old
setup of the system. An idea is that new vocabulary and concepts might be added
indefinitely, like the property of being a true statement of the system, as suggested
by Dummett. This is easily refuted by Priest, who argues that this property is
recursive as such.

Priest is ready to grant the supposition that the proof relation might be a di-
achronic one, however in this case he maintains that the transition to a new system
from the old one is rule-governed as well - in effect we not only have rules of proof
for generating theorems, but rules for generating rules of proof for theorems, in a
completely deterministic, rule-governed fashion.

Priest then invokes Craig’s Theorem, which states that any recursively enumer-
able set of well-formed formulas of a first-order language is (primitively) recursively
axiomatizable. This is not accurate as such, since the first-order condition of the
theorem is not satisfied in this context.
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5. A DISCUSSION OF THE ARGUMENT

Godel’s Incompleteness Theorems are widely discussed in Philosophy, in contexts
that range from Epistemology to Philosophy of Mind. Philosophers love using them
in different arguments, while mathematicians have grown suspicious to this usage.
Everybody agrees, however on the profoundity of Godel’s result.

It is somehow intuitive for the theorem to be used in this context, since its
corollary, the Second Incompleteness Theorem would seem to guide us into this
line of reasoning.

We could, as a matter of fact, trace the roots of Priest’ argument to this corollary
of Godel’s main theorem. Let us have a look at this result.

Theorem 3 (Godel’s Second Incompleteness Theorem). In any consistent azioma-
tizable theory which can encode sequences of numbers the consistency of the system
is not provable in the system.

Proof. Let T be such a theory. Let ¢ be its Godel sentence. We will refer to the
property of consistency of T' as Con(T).

Now, suppose T proves Con(T), then T proves ¢.

But T also proves that it doesn’t prove ¢. Contradiction.

Hence T cannot prove its own consistency.
O

The theory, therefore, cannot prove its own consistency. Could it be, then, that
we can legitimately apply this line of reasoning to our informal proof procedures?
This is what the dialetheist argument does and it resembles quite well the proof
outlined above.

Essential to the dialetheist argument is the possibility of a certain “collapse” of
our naive proof procedures into one single formalizable theory. Such a theory would
completely specify the practice of mathematical argumentation, as it is used at one
given moment in time.

Therefore, one important commitment that the dialetheist makes is to a view of
the mathematical practice as possible to be simulated by a Turing Machine. (This
is so because of the Church-Turing Thesis that equates the class of recursive and
computable functions.) This machine would be, if we follow the argument, either
'static’ or 'dynamic’, capable of evolving towards a deeper and deeper 'understand-
ing’ of Mathematics through specifying new Axioms.

It must be said that the argument does not apply to the current foundation for
Mathematics, the Zermelo-Fraenkel Set Theory with Choice (ZFC). This is because
our naive proof procedures transcend ZFC in power. Mathematicians like to say
that all of their theorems are theorems of ZFC, but this is not actually accurate. Few
examples are statements like “ZFC has a countable model” or “the constructible
universe is a model of ZFC” and similar. These are ’theorems’, but they can’t
actually be theorems of ZFC, since they imply the consistency of ZFC. They are,
however, theorems of ZFC+Con(ZFC).

The formalized theory obtained would then presumably be equivalent to a col-
lapsed Feferman hierarchy as described in [6]. We will encounter Feferman’s con-
struction later on in our analysis.

It is then the dialetheist position that the incompleteness phenomenon discov-
ered by Godel is due to our theories being consistent. In all fairness, professor
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Priest confesses agnosticism to the possibility that an inconsistent non-trivial for-
mal system could be complete, however it will be straight-forward for us to show,
using Information Theoretic arguments, that this cannot be the case.

Even though Priest is ready to accept the possibility that the formalization of
Mathematics will have to be diachronic, we can argue for this as follows.

If we grant that the dialetheist view is correct, that there are true contradictions
within the discourse of Mathematics, it could be the case that this would only be
pathological and that the various deduction systems employed could be 'patched’
to achieve consistency, perhaps at the sake of completeness. Mathematicians would
then enter an ongoing debate about which axioms to keep and which to sacrifice,
much of what is debated nowadays regarding acceptance of axioms.

If the Dialetheist position would be proven correct, perhaps this would result in
the impossibility to specify a unified set of axioms for the whole of Mathematics,
and the work of logicians would from then on be concerned with drawing and
understanding satisfactory consistent foundations to each mathematical area, much
like the modern project of Reverse Mathematics. The axiomatic foundations would
then be diachronic in Priest’ understanding of the concept.

In what follows, we will endeavour to show that the dialetheist argument is ac-
tually mistaken and that Priests’ related argumentation that the practice of Math-
ematics must be recursive cannot be reasonably sustained.

6. THE DIALETHEIST ARGUMENT IS MISTAKEN

Our proof that the argument is incorrect is not hard to digest. As a matter of
fact, it reduces to observing a discrepancy between what Priest claims he can show
and what can actually be shown.

Let T be our formalized theory, let ¢ be its Godel sentence, let Con(T) be the
statement that T is consistent and let Prov(T, ¢) be the statement that T proves
¢. What can be shown in this context is strictly that T F Con(T) — ¢, and hence
only that T'+ Con(T) - ¢, also that T + Con(T) F = Prov(T, ¢).

Hence we have, by Godel’s argument, that T ¥ ¢ and that T 4+ Con(T) + ¢,
which is far from contradictory. This is the place of the important assumption
made by the Incompleteness Theorem that the system must be consistent.

In effect, we have the two statements T + Con(T) - —Prov(T,¢) and T +
Con(T) F Prov(T + Con(T), #). This is the pair that would supposedly produce a
contradiction.

The reason why we need to assume that the axioms and rules of T" are “intuitively
correct” in the intuitive proof that ¢ is true (in Priest’ setup of the Theorem) is
that we need them at least to be consistent (in fact, w-consistent, although this
assumption can be removed by using Rosser’s argument). So when we do formalize
the intuitive argument that ¢ is true, what we get is a formal proof that 1) if T is
consistent, then T does not prove ¢; but 2) T does prove "Con(T) — ¢,” where
Con(T) is some formalization in T of the statement that T is consistent!

Crucial to the obvious conclusion that the argument must be mistaken is the
following remark: ¢ only says of itself “I am not provable in 7”7 and makes no
commitment whether or not it is provable in T'+ Con(T'). Well it can hardly say
anything about T'4+ Con(T') since this is an entirely new formal system, and a new
aritmethization procedure must be carried out, in order to generate a new Godel
sentence ¢’ which says “I am not provable in T + Con(T)” and so on...
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The dialetheist claims that we can collapse this hierarchy and obtain a system
which can prove its own Godel sentence. But the only way in which it could it is
by proving its own consistency, which would deem it inconsistent, as shown above.
Hence any approach of this kind would be necessarily begging the question.

In all fairness, the dialetheist argument acknowledges the needed assumption
of Con(T'), however it fails to take into account that T4+ Con(T) transcends the
original system. In effect, the argument claims to produce the contradiction that
T ¥ ¢ and T F ¢ which is not at all what can actually be shown.

7. THE TRANSFINITE PROGRESSION

What then, can we make of this attempt of arguing for true contradictions from
Godel’s Incompleteness Theorems? Can the approach be re-used in perhaps a
different form to argue for the same conclusion? We have seen where the mistake
is, what happens if we patch our logic somehow?

We have established that, starting from a base theory T', which can be the Peano
Arithmetic or something even stronger, we can show there is a statement ¢ of T
which we can prove is true and unprovable from T', provided we have Con(T). (The
base theory could be any theory of our choice - it is sensible to start from PA for
simplicity, but it can also be the theory of naive mathematical proofs.)

Now what happens if we add Con(T) to T in order to incorporate ¢ into the
theorems we can actually derive? In this case we obtain a strictly stronger theory
T’, which includes T" and all of its theorems but can prove much more than T.

Can we successfuly apply the Dialetheist argument to T7’? The answer is 'No’,
because we still do not know whether or not T is consistent. In effect, we would
have a new Godel sentence ¢’, and we could transcend the system again by adding
Con(T') as an axiom.

The construction can be carried on transfinitely as follows.

(i) Ty is given;

(ii) Tp41 = T U Con(Ty);

(iii) for k a limit ordinal, Ty = U;<xT;.

Two questions immediately arise in this context. The first one is what exactly is
the proving power of each ordinal and, secondly, provided at some limit ordinal we
could prove all of the true statements of arithmetic (for example), could we in effect
collapse the hierarchy into one single recursively enumerable set of axioms? This
seems to be the necessary condition for the Dialetheist argument to work, given the
circumstances - that is, we need a theory that can prove its own Godel sentence.

First of all, it should be noted that that the construction of theories may depend
on the notation we use for an ordinal. In particular, Godel’s construction only
works if the theory is recursively enumerable. Only then we can formalise the
notion of provability from a theory T in a base theory such as PA. In other words,
the provability predicate depends on a recursively enumerable index for T.

At the limit stages of our hierarchy, to get a recursively enumerable index for
the theory, we need to provide an effective list of the theories whose union we
are taking. This will invariably depend on the computable presentation of the
ordinal. In particular, it can only be done for computable ordinals. In effect, the
construction cannot go beyond w{'K.
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What is even more discouraging is that at no stage we will get the full theory
of the natural numbers (true arithmetic), since that theory is very far from being
recursively enumerable. So the answer to our second question seems to be 'No’.
That is, we cannot obtain a computable theory of 'True Arithmetic’, a predictable
answer given Godel’s Incompleteness Result.

Regarding our first question, Feferman in [6] has used, following the work of
Turing, a slightly different hierarchy where instead of Con(T}) he added a sounde-
ness statement Provr, (¢) — ¢. What he was able to show was that a sequence of
length w*’*1 can be extracted from our hierarchy, such that every theorem of True
Arithmetic is provable in some theory of the sequence. This result is known as the
Feferman Completeness Theorem, which is explained in detail in [7].

This result, however, is weak and by no means it implies that every truth is
attainable in Mathematics, let alone that a mechanical procedure, as complex as
imaginable, could in principle enumerate the Theorems of, say, True Arithmetic.
In the words of Torkel:

“It would be misleading to say that [Feferman’s] completeness theorem shows
that we, or an idealized mathematician, will ’eventually’ obtain every arithmetical
truth by iterating reflection principles, since completeness depends essentially on a
very careful choice of path in the set O [described by Kleene] of ordinal notations.
(Indeed in Feferman and Spector [1962] it is shown that there are paths through O
- paths giving a notation to every constructive ordinal -such that the corresponding
sequences derived from any of a wide category of families of theories do not even
prove every true Il;-sentence.) It may also be a bit misleading to speak of a
‘choice of path’ here, suggesting as it does that by intuitively sniffing out the
right choice at each fork, we could prove any true arithmetical sentence. 'Making
the right choice’ in the sense of the theorem is in fact equivalent to choosing (at
limit ordinals) a particularly convoluted definition of the axioms of a theory in the
sequence, a definition which we know to actually define those axioms only if we
already know the sentence which we seek to prove to be true.”

We can draw several conclusions from what was stated above. The most trivial
one would be that the totality of mathematical truths is not computable, but this
was to be expected in the light of Godel’s Theorem. This is not damaging to the
Dialetheist position per se, since Priest himself argues that Incompleteness is a
necessary product of consistency. The stronger consequence, which does affect the
Dialetheist argument is that for no computable ordinal o can T, prove its own
Godel sentence. So the hope that we could somehow collapse into a recursively
enumerable Theory which can achieve the contradiction that Priest is aiming at
is futile - Feferman’s Completeness Theorem shows that there is such a sequence
of theories in the hierarchy, but this sequence depends on the choice we make at
each limit stage, and this choice is not computable, as stated by Torkel above.
An even stronger consequence can be drawn, in the light of the quote above: that
mathematical "truths’ will eventually become a matter of convention, depending on
which axioms mathematicians will choose to accept in the future. In other words,
past a certain level up to which our choices are guided by intuition, the project
of Mathematics will largely be concerned with proving ’If,... then...” statements;
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namely “If we choose to accept such and such axiom, then such and such Theorem
will follow”.

8. MATHEMATICAL PRACTICE AS A TURING MACHINE

Our following discussion may be deemed superfluous or vacuous, given that we
have already shown that Godel’s Incompleteness Theorem can not be used to argue
for the Dialetheist position. It is, however, useful to show that some of the com-
mitments the Dialetheist makes are simply false from the perspective of a modern
Theory of Information.

As we have seen above, the Dialetheist argument makes a strong commitment
towards the view that our naive proof procedures are recursively enumerable, which
in turn, in the light of the Church-Turing Thesis, implies that the practice of
Mathematics can be simulated by a Turing Machine. This commitment professor
Priest makes without any doubts.

Now, if we are to keep the language of “In Contradiction”, this Turing Machine
that simulates our naive proof procedures could either be coded “synchronically”
or “diachronically”. The terminology is easy to understand: the term “synchronic”
means there is a “static” underlying set of axioms and rules of inference which is
not to be modified at any stage of our proving process; “diachronic” means that at
a later stage we will revise our axioms/rules and possibly modify them in the light
of empiric considerations, like computational evidence, or even informal intuitions.
Either way, it is the Dialetheist position, our naive proof procedures are recursively
enumerable, so that Godel’s Theorem can be applied to their theory.

In the words of Priest:

“It is sometimes suggested that proof may not be recursive since we may, from
time to time, add to our axioms or rules of proof[...] This cannot per se be used as
an argument against the thesis of the recursiveness of proof being defended here,
since the canons of proof in question were defined synchronically.”

It is useful to develop this point further and try to see whether Priest is commited
to a diachronic formalization of naive Mathematics or synchronicity suffices for his
purposes. We have already argued above that, assuming Dialetheism would be
proven correct, the process of specifying consistent foundations for branches of
Mathematics would become diachronic.

It is also useful to note that the only way in wich we could possibly obtain a
theory that can prove its own Godel sentence is by going up the Feferman hierarchy
transfinitely, which points to a necessarily diachronic formalization.

Professor Priest then goes on to identify the Godel sentence as the source of
the diachronicity and refer to Feferman’s paper, quite correctly. By the end of the
discussion, he seems to be prepared to concede the diachronicity of naive proof,
however this, he contends, does not affect his argument:

“there is a clear sense in which, whatever the changes are that are made to
allow this proof, they are not arbitrary, but are a natural projection of the prior
proof procedures”, and:

“Even granted that it is the diachronic proof relation which is relevant in this
context, there are good reasons for supposing this to be recursive too. As we
have noted, the manoevre which is used in transcending the old system is not
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a random or arbitrary one, but quite a determinate rule-governed one. Thus,
on this conception we have not only rules of proof for generating theorems but
also rules for generating rules of proof for generating theorems. But theorems in
the diachronic sense are still generated by effective rules, and so are recursively
enumerable. By Craig’s Theorem, the system has a decidable set of axioms, and
therefore a recursive proof relation. Indeed, given that this whole process is just
as teachable and learnable as the synchronic one, similar considerations will push
us to the conclusion that diachronic proof is recursive.”

This second quote is particularly contentious. Surely the Dialetheist does not
refer to the whole of Mathematics when arguing that its evolution must be entirely
rule-governed, that specified, uncontroversial criteria can be applied when choosing
which axioms we should next accept, and so on. For this, one can easily refer to
the discussion in [14] to see how a verisimilitude like the Axiom of Constructibility
can reasonably be doubted.

The quote does, however, contend that a fragment of Mathematics can be (di-
achronically) formalized such that to provably entail a contradiction. The question
then revolves around whether or not this fragment is indeed axiomatizable in a
mechanical way or not.

This is in close intimate relationship to the anti-mechanist objection that Priest
responded to in the book. The bottom-line question is whether a human Mathe-
matician would have a higher capability in determining mathematical truths than
a Turing Machine; if the answer is yes, as Lukas or Penrose or even Godel him-
self (a strong believer in the misticism of the human mind) would contend, then
arguably the Godel sentence of the formal system in question would be identified
using a “leap of creativity” on the part of the human mathematician, which cannot
be formalized, not even in principle.

This, in turn, could be very well explained by a so called “multiple Turing
Machines model”, which states that the Mathematical practice cannot be simulated
by a single Turing Machine, but by several such machines that might overlap in
scope, but not entirely. In other words, Mathematics is not to be unified under the
umbrella of a single Formal Axiomatic System.

In the words of Turing, as quoted in [8]:

“Let ¢ be a sequence [e.g. 10111001...] whose n-th figure is 1 or 0 accordingly as n
is or is not satisfactory. It is an immediate consequence of [a previous theorem] that
d is not computable. Tt is (so far as we know at present) possible that any assigned
number of figures of § can be calculated, but not by a uniform process. When
sufficiently many figures of & have been calculated, an essentially new method is
necessary in order to obtain more figures.” (Turing in ’On Computable Numbers’,
1936)

To develop this point further, we must consider that Mathematics as such has a
non-algorithmic content, which mathematicians can nevertheless establish through
creativity. Consider the following theorem:

Theorem 4 (The Halting Problem). The Halting Problem is described as fol-
lowing: given a description of a computer program, decide whether the program
finishes running or continues to run forever. This is equivalent to the problem of
deciding, given a program and an input, whether the program will eventually halt
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when run with that input, or will run forever.

This problem is undecidable algorithmically.

This result is due to Alan Turing and several other problems can be shown to
be undecidable using reductions to the Halting problem.

Among such famous problems for which algorithms cannot exist are the problem
of finding integer solutions to diophatine equations, deciding whether or not a set
of tiles can tile the plane or deciding equivalences of words in the word problem.

That finding the integer solutions to diophatine equations is undecidable does not
prevent the working mathematician from solving many of the problem instances:
they could guess the solutions or they could come up with ingenious ways to demon-
strate that such solutions cannot exist. This goes to show that the human mind
would be by far more creative in the realm of Mathematics than any single Turing
Machine could be. Hence the domain of Mathematical Proof itself would be non-
recursive as such, since algorithmically undecidable problems could still be decided
in principle through the use of creativity.

This presents itself as a problem for Priest, who argues for the view of mathe-
matical practice as a Turing Machine. He is forced into this position because he
needs to maintain that our naive proof procedures are recursive, an assumption he
needs in order to apply Godel’s First Incompleteness Theorem.

This difficulty for the dialetheist position should be very clear already; the retort,
which is present in the book, could be that our Formal Axiomatic System used for
formalizing our informal proof procedures would necessarily be coded in a diachronic
fashion, with rules for choosing new axioms and rules of inference.

This line of arguing is mistaken at its core: first of all, once we have settled for
these meta-rules of the system, there could presumably be a need for transcending
this system with meta-meta-rules and so on. Secondly, the distinction between
synchronic and diachronic is misleading here, in the sense that there cannot be
a quintessentially diachronic system: once the rules have been specified, and the
meta-rules, and the meta-meta-rules (we need to stop somewhere) the system will
essentially need to be coded in a synchronic fashion!

The next section elaborates on the power of such a Formal Axiomatic System.
A good overview of the non-recursive content of Mathematics together with a tan-
gential discussion is given on [3].

9. THE INFORMATION-THEORETIC ARGUMENT

We have argued above that the synchronic/diachronic dichotomy is misleading.
This is because a “diachronic” Formal Axiomatic System with rules, meta-rules,
meta-meta-rules and so on is essentially still equivalent to a Turing Machine, just
as a “synchronic” system. As a result, diachronic and synchronic are equivalent no-
tions, and none of them can reasonably account for a leap in creativity that a human
mathematician would make when producing a mathematical proof relating to non-
algorithmic content. This goes as evidence against the thesis of non-recursiveness
of our informal proof procedures, quite against what Priest tries to show.

So we have seen that a Formal Axiomatic System will necessarily have to be coded
synchronically. In what follows, we will prove that, once coded, such a FAS will have
limited computational power in the sense that there will be problems outside of its
computational range. This is the final blow to the thesis of mathematical practice
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being a Turing Machine, which is a commitment that the dialetheist makes when
arguing that informal proof must be recursive.
The following definition is given in [5].

Definition 1 (Halting Probability Q). Let us run programs selected randomly on
a giwen fized computer (Universal Turing Machine). We can effectively do this by
flipping a fair coin to decide the next bit of the program. Consider out of all such
programs, only the ones that are self-delimiting.

We then sum for each program that halts, the probability of selecting that program
randomly:

Q= Zpep2"p‘, where P is the set of programs that halt and |p| is the size of
program p in bits.

The result is the Halting Probability Q of the given fized computer, which is
machine dependent.

The condition that the programs must be self-delimiting is an important techni-
cality that allows us to sum over all programs of arbitrary size.

The Halting Probability is an important construction, which has coded within it
information about whether or not computer programs halt. In the words of Chaitin,
with this definition we “get irreducible mathematical facts, which ’are true for no
reason’, and which simulate in pure math, as much as is possible, independent tosses
of a fair coin: the bits of the base two expansion of the halting probability”. We
can, in effect, use the first N bits of € to settle the halting problem for programs
up to N bits in size.

Why is this construction relevant or important? Consider the following pseudo-
code:

Algorithm 1 Counter-example to Goldbach Conjecture
Require: Vi € N(2i =z +y)
Ensure: x, y are primes;
i=0
while true do
if ¢ is even then
search all pairs of primes (z,y) less than 4
if some of the pairs add to i, CONTINUE, otherwise HALT;
end if
1=14+1
end while

This program will halt if and only if the Goldbach Conjecture is false. Now,
if we could somehow compute the Halting Probability of the given machine we
are running this program on, it would follow that we can settle the Goldbach
Conjecture, since € tells us if the program halts or not. In this fashion, we could
settle a considerable chunk of mathematical conjectures, provided counter-examples
can be coded in this fashion and they refer to countable structures. It goes without
saying that € is, as a matter of fact, uncomputable, since the Halting Problem is
not decidable.

The following result, due to Chaitin, is the key of what we are aiming to show.
By the complexity of a Formal Axiomatic System we understand the approximate
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size of its content of irreducible information, that is, information which cannot be
coded in an essentially smaller size.

Theorem 5. A given Formal Aziomatic System can only determine as many bits
of Q as its complexity. In particular, for any given FAS there is a constant ¢ such
that the FAS with complexity H(F AS) can never determine more than c+ H(FAS)
bits of the value for Q). The theorems in question are of the form “The 155th bit of
Q is 07 or “The 23/th bit of Q is 1”.

In other words, for any given Formal Axiomatic System (including one that does
not involve the principle of explosion, so could tolerate contradictions) there exist
infinitely many computational problems that cannot be settled within the system.
So the answer to the question to which Priest confessed agnosticism, namely if
a dialetheist system could be complete, seems to be 'No’. Hence completeness
is unattainable, full stop; this goes to show that incompleteness is an ubiquitos
phenomenon, which has nothing to do with whether or not we choose to sacrifice
consistency.

But what is even more damaging to the dialetheist argument is the fact that
we could perhaps settle arbitrary many bits of  in a non-algorithmic fashion by
using ingeniousity. We are aware that this, in itself, is a contentious premise, but
we choose to accept it as a thesis and will not insist upon arguing for it.

So if indeed it is the case that creativity can add to what we can establish
in Mathematics, then it would necessarily follow that our naive proof procedures
are, as a matter of fact, non-recursive. If, however, the contrary is true, namely
that there cannot exist non-algorithmic creativity, then the FAS would still be
limited computationally and the value of the bits of €2 past a certain point would
be described by which particular axioms we choose to add to the system, in which
case the addition must be arbitrary, hence non-recursive (for if it was recursive, it
would have been formal, hence coded in the initial system).

Either way, we can argue strongly that mathematical proofs are non-recursive,
essentially due to the very same incompleteness phenomenon discovered by Goédel.

10. CONCLUSION

If the foundations for our Mathematics are consistent is beyond the limits of
what we can ever prove, of course, and the Dialetheist argues for the opposite
conclusion. But in order to get there, assuming he could get there in the first
place, Priest needs a few missing ingredients: he needs to show beyond any doubt
that the axioms/rules of the closed proof system which he deems inconsistent are
indeed recursively enumerable. This is deeply problematic, since even for the small
fragment of Mathematics known as True Arithmetic, this is known not to be so.

Furthermore, there would be a need for the Dialetheist to draw some boundaries
and be explicit in defining the fragment of Mathematics which does entail the
inconsistencies. This can not be the whole of Mathematics, since this is not a
recursively enumerable theory.

However, the road seems to be blocked from the start: we need to go up the
Feferman hierarchy if we aim at a theory which can prove its own Goédel sentence.
Whether or not Feferman’s Completeness Theorem leaves room for the Dialetheist
argument can still be reasonably disputed. Further philosophical interpretations
regarding Feferman’s Completeness Theorem would be very welcomed and could
shed more light on this topic.



THE ARGUMENT FOR DIALETHEISM FROM GODEL’S INCOMPLETENESS THEOREM 15

to,
pri

All in all, we contend that we have proven that the thesis the dialetheist commits
that the mathematical practice must be recursive blatantly contradicts basic
nciples of Algorithmic Information Theory.
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